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Abstract

Lighting education is a foundational component of cinematography educa-
tion. However, many art schools do not have expensive soundstages for
traditional cinematography lessons. Migrating physical setups to virtual ex-
periences is a potential solution driven by metaverse initiatives. Yet there
is still a lack of knowledge on the design of a VR system for teaching cin-
ematography. We first analyzed the educational needs for cinematography
lighting education by conducting interviews with six cinematography profes-
sionals from academia and industry. Accordingly, we presented Art Mirror, a
VR soundstage for teachers and students to emulate cinematography lighting
in virtual scenarios. We evaluated Art Mirror from the aspects of usability,
realism, presence, sense of agency, and collaboration. Sixteen participants
were invited to take a cinematography lighting course and assess the design
elements of Art Mirror. Our results demonstrate that Art Mirror is usable
and useful for cinematography lighting education, which sheds light on the
design of VR cinematography education.
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1. Introduction

Since 2021, the metaverse has become a popular term describing many
types of virtual worlds (Augmented Reality and Virtual Reality) connecting
together that potentially construct the next Internet of immersive environ-
ments featured with realism, a sense of presence, and multi-user collabora-
tion Lee et al. (2021); Zhao et al. (2022). The metaverse can provide diver-
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sified functions and venues similar to our physical worlds, and users could
gain immersive experiences through mobile headsets. Among many func-
tions, education can potentially become a significant application domain in
the metaverse for improved learning contents Rajaram and Nebeling (2022),
authoring Zhang and Oney (2020); Nebeling et al. (2020), sketching interac-
tive material Suzuki et al. (2020), storytelling Liu et al. (2022); Bahng et al.
(2020), and pedagogy with virtual agents Petersen et al. (2021). In partic-
ular, the development of the metaverse through the use of augmented and
virtual reality technologies brings new possibilities for the teaching and learn-
ing of science-related disciplines on smartphones like mathematics1, physics2,
and chemistry3. In addition, some headset applications focus on arts and cre-
ative content, such as painting4 and instrument playing5, where students can
expose to the artistic contents easier than ever before.

Soundstage lighting is one of the fundamental courses in cinematography6.
It refers to the methodical instruction of physical modifications to lighting ef-
fects in order to generate the desired e↵ects during filmmaking Brown (2016).
Lighting is important because it helps convey information, show emotions,
and a↵ect the tone and style of the work Millerson (2013). However, the high
expense of soundstage spaces and equipment (e.g., lightning devices) has
hindered cinematography education for people with interests. In particular,
we highlight the pain points of operating physical soundstages as follows.
In addition, even if a soundstage is accessible inside the school, students
must undergo a lengthy booking and waiting period before they may utilize
it. Physical soundstages require manpower for a great deal of heavy lifting,
which adds extra time and e↵ort to the learning process. Moreover, since
every student is di↵erent and learning about lighting requires repeated ob-
servation and practice, physical soundstages cannot meet their personalized
learning needs.

Virtual scenarios in the metaverse can potentially serve as a solution for

1https://apps.apple.com/us/app/ar-math-arithmetic/id1276691203
2https://play.google.com/store/apps/details?id=com.cg_physics.cg_

physicsAR
3https://play.google.com/store/apps/details?id=com.petra.topher.

chemistry&hl=en&gl=US
4https://www.oculus.com/experiences/quest/3106117596158066/
5https://www.oculus.com/experiences/quest/3907485762605933/
6https://academy.wedio.com/film-lighting/
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alleviating the space and cost issues in cinematography education. Never-
theless, cinematography education in the metaverse is still an underexplored
area, although we have witnessed that rapid progress is being made in the
field of metaverse education. Cinematography education in VR environ-
ments has various design concerns, including interaction design requirements
for teaching and learning. Rather than taking an opportunistic approach to
establish a series of cinematography education modules, extra research e↵ort
becomes necessary.

Figure 2: Art Mirror, a virtual soundstage for lighting education (right), in contrast to a
scene of physical soundstage (left). Two snapshots in the middle refer to the frame of a
classic movie with lighting e↵ects generated by physical (bottom) and virtual (upper, our
solution) soundstages, respectively. The comparable e↵ects between virtual and physical
scenes demonstrate the Art Mirror ’s ability to restore lighting e↵ects in scenes for cine-
matography education.

To address these limitations, we especially focus on exploring the design
of a VR system for teaching cinematography. This paper serves as a ground-
work for collecting feedback from specialists and accordingly designs lighting
training for cinematography education in the metaverse. To meet the need
for a soundstage-based education dedicated to cinematography, especially for
the foundational component–lighting education, we propose designing and
developing a virtual soundstage for teaching and studying cinematography
lighting. Our target users are students studying cinematography at universi-
ties who need to use the soundstage and university teachers who need to use
the soundstage for teaching. We first interviewed six cinematography edu-
cators and professionals to elicit the requirements and challenges of sound-
stages for lighting education. On this basis, we present Art Mirror, a virtual
reality solution for lighting education on a computer-mediated soundstage
(see Figure 2) including a set of system design considerations. It is suited for
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soundstage teaching as pre-training courses in art schools and universities.
Students can get a more intuitive understanding of lighting configuration
and how lighting devices operate. Art Mirror can serve as a complementary
learning material with education in physical soundstages. In particular, we
designed the visual cues of lighting (i.e., ranges and directions) and shared
them among instructors and learners, enabling swift discussion and e↵ective
learning by observing the illumination.

Finally, we recruited eight instructors and eight learners to evaluate Art
Mirror by collecting their quantitative and qualitative feedback. Remark-
ably, the instructors agreed that the virtual soundstage might considerably
reduce the di�culty of communicating abstract ideas about lighting settings
and the resulting e↵ects. Meanwhile, Art Mirror results in enhanced learn-
ing experiences and outcomes for learners on the e↵ects of lighting and scene
settings in the virtual soundstage.

The contribution of the paper is twofold. First, we design and implement
a virtual soundstage for cinematography that enables instructors and learn-
ers to teach and learn lighting e↵ects interactively and e↵ectively. Second,
we conduct a user study with 16 participants using Art Mirror to evaluate
its usability, sense of agency, realism, presence, and collaboration. We fur-
ther derive design implications from realism and quantitative measurements
for lighting education. In particular, our evaluation demonstrates that the
proposed virtual soundstage is usable and useful for lighting education.

2. Related Work

Virtual Reality (VR) based learning environments have been shown to
be beneficial for education Kavanagh et al. (2017). It not only visualizes
abstract concepts for students Youngblut (1998) but also allows students to
access inaccessible or even “hard-to-reach” learning environments, such as
history and solar system Freina and Ott (2015). Di↵erent VR applications
have been investigated in higher education Radianti et al. (2020), construc-
tion Ogunseiju et al. (2021), medical Pottle (2019), and safety training Getuli
et al. (2021). Our work is inspired and informed by prior work on Lighting
Education in Cinematography, Digital Learning and Education in VR, and
Annotation and Communication in Immersive Environments.
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2.1. Lighting Education in Cinematography
First, we give a background of cinematography education and its rela-

tionship with lighting. Since the 1940s, academics have studied and docu-
mented the soundstage-based teaching of cinematic lighting Garrison et al.
(1999); Mascelli (1965). In 1948, cinematographer John Alton’s Painting
With Light Alton (2013), an early tool for teaching lighting of lamps in the
classical Hollywood period, served as a comprehensive instructional guide for
American cinematographers in the 1950s. Even though it is no longer ap-
plicable, it nonetheless contains a lot of information for historians of classic
Hollywood lighting methods.

On a technical level, Film Style and Technology in the forties Salt (1977)
by Barry Salt gives a thorough chronological overview of the developments
in lighting technology and the evolving notion of lighting in film, reserving
records on the historical use of technology as a reference. In addition, the
academic monograph by Sven Nykvist et al., namely Making Pictures: A
Century of European Cinematography Nykvist et al. (2003), analyses an in-
depth exploration of 100 films, including Battleship Potemkin (1925) IMDb
(2022a), The Blue Angel (1930) IMDb (2022b) and others, in which the
monograph highlights the analysis on lighting night settings, the role of the
cinematographer, and commentary on the intricate details of the direction
of photography. Other aspects include noteworthy technical aspects and
commentary on the use of light, backgrounds, and mood, contributed by the
well-known cinematographer Nick Vest.

On the other hand, considering a cultural level, the American scholar
Patrick Keating’s book – Hollywood Lighting from the Silent Era to Film
Noir Keating (2009) documents abundant interviews and case studies about
the characteristics of American cinematographers’ lighting work in di↵er-
ent periods and how those changes a↵ected culture, as well as how people’s
ideas about lighting changed as culture changed. American Cinematogra-
pher of Cinematographers (2022), one of the most influential professional
journals on cinematography today, contains a wealth of interviews with cin-
ematographers and behind-the-scenes information on their films from 1920
to the present day, with numerous references to technical changes and trends
relating to lighting.

Although a significant amount of literature on cinematography and light-
ing exists Brown (2014, 2016); Burum (2007); Landau (2014); Brown (2012);
Millerson (2013), the teaching of cinematography lighting still primarily relies
on monographs, journals, and other literature, in addition to the hands-on
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training on physical soundstages. This work opens opportunities for lever-
aging virtual reality for cinematography education. In particular, very little
has been investigated in human-computer interaction and education.

2.2. Digital Learning and Education in VR

Traditional learning has been threatened by the shortage of high-quality
learning materials and e↵ective teaching instruments since the emergence of
COVID-19. However, by the human-computer interaction (HCI) community
Chen et al. (2021), for example, students may often su↵er lower learning
e↵ectiveness as live streaming learning takes more time and lessened engage-
ment and collaboration Higgins et al. (2012) as the learning environment
shifts from a public location supported by multiple university facilities to a
private place with fewer resources. Several strategies have been proposed by
researchers to help instructors and students cope with the challenges of live
streaming classes through computer agents and natural user interaction Win-
kler et al. (2020). As such, students could complete some learning modules
and hands-on exercises, leading to benefits such as intrinsic motivation Zhang
and Liu (2019), a better understanding of knowledge, engagement level Ma
et al. (2022), and presentation skills Shoufan (2019).

Apart from traditional 2D interfaces, VR can serve as an excellent medium
for delivering learning content, as VR owns unique features including Ego-
referenced perspective, increased sensory, closed-loop interaction, dynamic
rendering, and 3D immersion Wickens (1992); Speicher et al. (2019). Re-
markably, most learners are not skillful at acquiring counter-intuitive and
abstract concepts unless su�cient demonstration and hands-on exercise have
been done. For example, Brelsford Brelsford (1993) created a physics simu-
lator to help students get a deeper understanding of the physical process by
putting them in a similar situation. In this simulator, one class was given a
pendulum whose length they could adjust, as well as three balls of varying
masses. During this hour-long experiment, students can change the vari-
ables for the pendulum. In contrast, another group of students, the control
group for comparison, received a traditional classroom lecture on the same
topic. An examination after four weeks demonstrated that students who had
participated in the virtual laboratory had greater long-term retention than
those who had participated in traditional lecture-based instruction. To a
similar extent, Yalow and Snow Yalow and Snow (1980) found that provid-
ing students with visuals and maps of concepts, rather than solely words,
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enhanced their instant understanding. As a result, researchers have looked
at the advantages of online education extensively.

Virtual environments can serve as a promising tool for teaching and learn-
ing Lieux et al. (2021). In addition, virtual reality has made substantial
contributions to various pedagogical use-cases, such as managing a physical-
chemical lab by interaction with a virtual lab Lu et al. (2021) and instruct-
ing students in physical geography via immersion in 360-degree videos Jong
et al. (2020). Nowadays, virtual reality (VR) has numerous applications
in the field of education and training. That is, surgical procedures, psy-
chotherapy, and STEM education are just a few of the areas where virtual
reality (VR) has proven useful because of the advancement in computing
devices and the widespread availability of low-cost head-mounted displays
(HMDs) Fabris et al. (2019). Nonetheless, it also has certain drawbacks that
must be overcome Velev and Zlateva (2017). A prominent unfavorable factor
is that people treat virtual reality as a leisure activity. The learning purpose
of increasing students’ knowledge and critical thinking abilities is sidelined
as the students unavoidably focus on doing well in the interactive elements
and game contents. In contrast, we extend the VR education to the area of
cinematography, and explore how to design enriched and interactive tool for
e↵ective learning and teaching.

2.3. Annotation and Communication in Immersive Environments

Adding annotation and visual elements is a common practice to enhance
communication e↵ectiveness Kasapakis et al. (2021). Similarly, applications
and services in virtual worlds require designated design considerations of
annotations and communication cues to facilitate communication Piumsom-
boon et al. (2017). For example, virtual objects act as an indicator of user
conversation and further visualize the balance (e.g., the conversation time
taken by whom) of turn-taking conversation in virtual reality Li et al. (2022).
Suzuki et. al. Suzuki et al. (2020) implemented RealitySketch to formulate
a taxonomy for visualizing various properties of physics learning, e.g., angle
and distances between objects, facilitating people to reveal, explore, and ana-
lyze diversified physical phenomenons. Moreover, expressiveness, coherency,
easier interaction with common devices, and adaptability drive the commu-
nication in remote demonstrations in which communication occurs between
instructors and content viewers Chung et al. (2021). Accordingly, other vari-
ants, such as a pointer, signs supported by hand gestures, and simple sketches
in mid-air, and their combined uses of communication cues can facilitate the
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instruction given by an instructor and hence the receiver’s understanding
(e.g., guidance from a remote expert to a local worker) Kim et al. (2019).
Other non-verbal communication cues in virtual reality include the visual-
ization of gaze (i.e., indicating the attention point in VR) Rahman et al.
(2019), heart rate Jing et al. (2022), embodied avatars Jing et al. (2021),
and haptic-driven touches Zhou et al. (2020) that e↵ectively improve user
communication and task collaboration in real-time.

Furthermore, 3D modeling and game engine tools, such as Blender7,
Unity8, and Unreal Engine9, employ visual cues and annotation as gizmos
for visual debugging, aiding developers to setup the virtual scene like camera
and lighting. It is important to note that these annotations are mainly used
by individuals like developers and designers but rarely applied for communi-
cation between teachers and students.

It is still unknown whether the aforementioned visual cues and annota-
tion could be beneficial for teachers to teach or students to understand the
abstract concepts of cinematography in terms of camera configurations and
lighting e↵ects. Therefore, the research community should explore the use of
annotation and communication for cinematography education in VR, given
the success in prior work. Cinematography education leverages both advan-
tages of using VR. First, soundstage, for students to learn scene preparation,
is very expensive and space-consuming, which not many schools can a↵ord.
Second, cinematography involves abstract concepts, such as lighting angles,
hard and soft lighting, and color. Following this line of research, our work
aims to explore how VR can become more expressive for communication be-
tween learners and instructors in the context of cinematography education.

3. Expert Interview

In the formative stages of Art Mirror, we conduct in-depth interviews
with six seasoned cinematography specialists, including academics, directors,
and cinematographers. The primary purpose of the interview is to gather
needs for building education modules on lighting configuration on a virtual
soundstage, as such education modules are rarely studied in the literature.

7https://www.blender.org/
8https://unity.com/
9https://www.unrealengine.com/
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3.1. Participants and Recruitment

According to the expertise and connection among the authors, the in-
vitation was sent to the potential participants based on their relevance to
both industry experiences and education programs in cinematography. The
first author has about five years of film teaching experience, while the third
author, a cinematographer, has about nine years of cinematography teaching
experience. One-to-one contacts and invitations were made through email
and phone connections with teachers and specialists in universities and in-
dustry sectors.

We used a saturation method Bernard and Bernard (2013) to determine
the number of interviews with six specialists. The two authors analyzed
the conversation after each interview, and they identified that many simi-
lar opinions repeatedly appeared after the sixth interview, which suggested
that the views of specialists reached saturation. So we stopped inviting the
next specialists and ended up interviewing six specialists who were represen-
tatives. Inspired by Krueger (2014); Lin and Van Brummelen (2021), we
did our utmost to diversify the backgrounds of the specialists, as their back-
grounds will impact how they see the requirements of virtual soundstages.
As such, the six interviewees were from the U.S. (2), Mainland China (2),
and Hong Kong SAR, China (2). Four males and two females between the
ages of 30 and 50, with a minimum of eight years of professional experience
using and instructing soundstages, were recruited from the cinematography,
film, and education industries. Table 1 lists the background of the partici-
pants. The interviews were conducted through either face-to-face or online
meetings in a two-to-one manner (two authors and one specialist).

3.2. Interview Protocol

Inspired by Kim et al. (2022); Xu et al. (2022); Lan et al. (2022), we con-
ducted this interview as the following phases. To ensure that all participants
had a shared knowledge of virtual environments, we first began the expert in-
terview by introducing the notion of virtual reality and its applications in the
real world. Then, we explained the objective of our study to the participants.
The objective of the study was to establish the design of a metaverse that
facilitates interactive instruction and learning on a virtual reality soundstage.
Accordingly, the participants were told to express their views on teaching re-
quirements, arrangements, and challenges for cinematography education by
leveraging many virtual environments inside the metaverse. Our study with
the six specialists were semi-structure interviews, consisting of four primary
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ID Gender Occupation(s) Experience
E1 M Top-tier Cinematographer &

Uni. Prof.
20 years in both academia and
industry

E2 M Full-time University Professor 25 years teaching experience
in cinematography

E3 M Senior Cinematographer 9 years industry experience in
cinematography

E4 M Cinematographer & College
Lecturer

8 years in both academia and
industry

E5 F Television Programmer Direc-
tor

19 years industry experience
in cinematography

E6 F Full-time University Professor 12 years teaching experience
in cinematography

Table 1: The background information of the six specialists that participated in our in-
depth interviews.

aspects, as follows: (1) What are the primary skills taught to students on a
soundstage? Which of these are also suited for virtual soundstage education?
(2) What professional functions and environments are required to train these
talents on a soundstage? (3) What are the hurdles and obstacles associated
with soundstage instruction? (e.g., Limited number of students, restricted
space, and di�culty transporting equipment in physical environments.) (4)
While keeping an eye on the future of virtual reality on the metaverse-driven
soundstage, we did introduce the auxiliary lines of illumination that engines
such as Unity, Unreal, and others have proposed to help teachers and learners
with lighting design in practice. We also discussed with specialists the po-
tential of arranging auxiliary lighting lines for classes that employed virtual
reality (VR) and whether it would improve communication between educa-
tors and students. The length of interviews for all participants is between 45
and 60 minutes.

3.3. Interview Analysis

After the interviews with specialists, the first and third authors extracted
thematic codes through an open-coding approach Braun and Clarke (2006);
Charmaz (2006). They separately separated, categorized, and organized the
comments from specialists in order to develop a collection of mutually ex-
clusive instructional recommendations. Finally, we engaged in discussions to
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establish a consensus that identified six themes for design requirements on
the virtual soundstages.

3.4. Interview Results

The following paragraphs include the report of our findings about six de-
sign requirements (R1-R6), and further highlight the quotes from specialists
during the interviews.

R1: Lighting Courses Setting on a Virtual Soundstage
Based on interviews with specialists about teaching on real soundstages

and their suggestions for virtual soundstage courses, we have come up with
the demands of developing a curriculum as follows. Three specialists (E1,2,6)
detailed the basic information for the traditional lighting lesson. The courses
regarding “Advanced Lighting Fundamentals” or “Advanced Lighting Design”
teach the arrangement, adjustment, and modeling of lighting e↵ects accord-
ing to the basic setups and lighting configurations. The courses usually lasts
one academic year. Each lesson lasts 2-3 hours. Cinematography courses
usually have fewer than 10 students. Since the venue is small and crowded,
classrooms can make it hard for students to see what the teacher is saying,
the quality of teaching may go down if there are more than 10 students in a
class.

Another crucial question is whether the virtual soundstage can teach the
material. Six specialists have praised the virtual soundstage’s potential in
teaching. E6 said: “On the virtual soundstage, lighting teaching courses can
be interoperable with performing light positioning and light source adjustment.
A virtual soundstage can act as a key portion of the entire teaching procedure,
which covers one-third of the entire lighting teaching modules. This portion
can reduce the reliance on the genuine soundstage.” E5 commented: “The
virtual studio can be more intuitive for real-time viewing of lighting adjust-
ments. The e↵ect of light and corresponding shadow changes in the character,
improving the e�ciency of lighting teaching and learning.” E2 summarized:
“I think the virtual soundstage can help with basic lighting shooting training,
such as 1) learning how to use lighting equipment and adjust lighting; 2) us-
ing lamps and lanterns to accomplish the basic shooting with a lighting layout
considering multitudinous aspects, including the use of primary light, auxil-
iary light, and finishing light; and 3) recreating the common shooting scenes,
such as day and night scenes, regardless of daytime or nighttime.” When
the lighting course involves complex or large-scale needs or unique lighting
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situations, teaching using a physical soundstage is also necessary, i.e., the
complementing use of virtual and physical soundstages. E3 speculates on
the limitations of virtual soundstages and the teaching modules that should
be taught on physical soundstages, such as how to set up lighting for large-
scale scenes, some that are more detailed and dramatic, and a scene requiring
high levels of precise lighting control, such as a close-up shot of a person’s
face with large eyesight. It is also vital to give virtual lighting training that
focuses on the foundations of light devices and how to utilize them properly,
such as employing basic lights to play the main and auxiliary lights, contour
lights, and other real-time light e↵ects.

R2: Virtual Scenes and Objects
Recreation of actual studio specifications (lighting design, environment

design) in virtual environments is necessary, and thus we have to include
scenes and objects in a realistic manner, including applied lighting, interop-
erable items, (virtual) avatars, cameras, and viewfinders, LED walls, studio
field lights, to name but a few. More importantly, the importance of realism
on virtual soundstages is recognized by all six specialists. E3 highlights that
“Virtual Studio instruction must be a realistic process; otherwise, it would
be only a reference tool or a gaming experience without many educational
values.” E1 shares similar views but recognizes the benefits of leveraging
VR: “Certain special scenes in the film production rely on a physical studio.
Instruction from virtual studios enables students to adapt and learn the fun-
damental studio procedures in advance.” In other words, the students can
spend their time on fundamental principles, concepts, and even simple tri-
als in VR, and the lectures with the physical soundstage will go with more
advanced content. E1 continued: “Therefore, the most important aspect of
virtual studios is the accurate replication of studio situations.” Consequently,
virtual scenes and objects are an indispensable element for the virtual studio,
considering that the virtual studio must be a realistic representation of a real
soundstage scenario.

R3: Visual Cues in Lighting Education
The primary objective of virtual studio-based cinematography instruc-

tion, according to all specialists, is the operation of lighting that is highly
relevant to the viewfinder and camera. Lighting and camera operations are
interconnected elements of realistic shooting. The location, color, and texture
of the lighting directly impact the realism of the movie experience created
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lighting. We list the specialists’ viewpoints as follows. R2 thinks visual
cues, such as auxiliary lines illustrating the lighting e↵ects, are the basic
requirements for practical filmmaking on virtual soundstages. Meanwhile,
E5 mentioned that the location, color, and texture of the light have a direct
correlation with whether or not the lighting experience is authentic. E2 also
notes that “in actual studio instruction, lighting position is taught in two
primary ways: where the light should be set and how far away it should be
from the subject, and in what direction the light should beam.” As such, the
lighting configuration in virtual studios should emulate the e↵ects in phys-
ical studios, thus o↵ering educational values to teachers and students. In
addition, “Understanding the qualities of lighting, such as the movement of
lighting equipment, setting up, adjusting the angle of the light, fine-tuning the
color temperature of the light, and so on, is essential for students’ mastery
before the actual shooting begins.” as highlighted by E4.

R4: Simultaneous Interaction with Multiple Users
Practical requirements and interactive situations are discussed in the in-

terviews with E1, E2, E4, and E6, including the interactivity demands in the
classrooms, the viewable auxiliary lines of lighting e↵ects, and the viewfinder
supporting multiple users simultaneously. E1 first pinpoints that “Real-time
display sharing is crucial, as the view sharing of studio layout is highly de-
pendent on the viewfinder’s imagery.” Also, E4 mentioned that most studio
instruction requires the instructor first to demonstrate the setup to the stu-
dents. The students pick up knowledge through the teacher’s lighting dis-
play/viewfinder and explanation of the outcomes shown in the viewfinder.
This opinion connects to E6’s viewpoint: “In fact, in real soundstage teach-
ing, due to the limited size of the studio, each teaching session needs to be
limited to 20 people, and it is not easy for students to observe the detailed
lighting process in real-time through the viewfinder/display in physical stu-
dios. In contrast, the virtual might resolve this issue if more people could
share the teacher’s perspective in the same virtual space.” The issue of stu-
dents not being able to observe in depth in the physical venue may be reme-
died if numerous individuals could share the teacher’s vision in real-time on
the virtual soundstage. We conclude that a design space exists for improving
communication and classroom interaction by appropriately leveraging virtual
environments.
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R5: Virtual Assets and Lighting E↵ects
Virtual soundstages should include various luminaire equipment to repli-

cate diverse light appearances at di↵erent times and in di↵erent locations.
E4 mentioned “The emphasis of the instructional training is relevant to test-
ing the light e↵ects supported by various luminaires, as well as evaluating the
features of photography equipment. Since the e↵ect of various luminaries can
only be evaluated in the physical studio, students can learn and experience in
a reasonably e↵ective way. As such, the virtual studio should give a reason-
able emulation of the physical environment for students learning through a
series of testing and evaluation.” Also, E3 aligns with E4’s comments and
emphasizes: “The training in the virtual studio training might accommodate
the demand for a variety of equipment alternatives using interactive VR tech-
nology.” E2 further pinpoints the advantages of virtual studios by leveraging
the adaptive time and place among diversified virtual environments that im-
pact the lighting e↵ects di↵erently. E2 also said that “I feel that virtual
soundstages have the edge over actual soundstages. It enables various scene
changes, seasonal adjustments, and quick access to lighting components.” To
sum up, the virtual environments of cinematography should contain a variety
of virtual lighting assets.

R6: AI-driven Learning and Virtual Production
Three interviewed specialists (E3, E4, and E6) brought up the prospect

of using artificial intelligence (AI) to support human instructors in the vir-
tual classroom. E4 mentioned how instructors are hard to come by in the
film industry due to their limited time and busy schedule. As such, how
AI-based cinematography instruction may help alleviate this problem, such
as reducing the workload from highly repetitive tasks and standard learning
content. E6 proposes a futuristic vision toward virtual-physical blended pro-
duction. Soundstage and lighting modules in a virtual world should include
virtual characters and environments that can be displayed in real-time, e.g.,
facilitating learning through trial-and-error. After settling on their tools,
students should be able to cast their virtual productions and pick their sce-
narios. Changes in the virtual environment may be made instantly to the
actors’ performances and potentially physical environments. That is, the
outcome is an automatic short film. Within this process, the AI should flag
any issues with the recording and provide the students with various solutions
to implement.
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4. System Design

Art Mirror enables instructors and students to complete the cinematogra-
phy lighting education in VR environment by providing a virtual soundstage.

4.1. Methodology

The below paragraphs elaborate the analysis and design process for the
proposed system.

4.1.1. Analyzing Process
According to the interviews with specialists, we outlined the top six needs

for creating lighting education modules in a computer-mediated environment.
Over the course of two months and weekly discussions (over 17 hours) among
the authors, we analyzed the soundstage’s physical space, and collected the
relevant research on VR-based teaching. We take what we’ve learned from
the six requirements and translate it into four design considerations: lighting
on scenes and characters, lighting control design, auxiliary visual signals of
lighting, and collaborative design for cinematography. R1 is the foundational
requirement for building the system and virtual lesson arrangements. Light-
ing on Scenes and Characters fits the needs of R2 and R5, whereas Auxiliary
visual signals of Lighting meet the needs of R3 and R4. Remarkably, the
Lighting of Scenes and Characters is emphasized by R2, R4, and R5 pro-
fessionals. Collaborative Design for Cinematography also takes into account
the suggestions made by R4. AI-enabled training and AI-driven adaptive
manufacturing, however, are beyond the purview of the present study. We
recognize its critical function in large-scale learning but will not go deeper
into this aspect at this phase.

4.1.2. Design Process
We designed Art Mirror in two stages. First, we implemented a lo-fi

prototype before the interview (Section 3). We built and collected models
that could reflect the environment of a physical soundstage. All models were
built according to the reference photos of the real soundstage. The kitchen
scene was chosen as the default scene because it was a common and classic
scene. For interaction, users can manipulate and rotate di↵erent parts of the
lights. For example, users can grab the bottom of the light for placement
and the joint of the light stand for height adjustment.

Then, we iteratively designed and improved the prototype according to
the result of the interview (Section 3). To better support communication and
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teaching, we provided visual cues for lighting education. Adapted from visual
guidance from the commercial game engines and 3D modeling tools, e.g.,
Unity10 and Blender11, we visualized the shape of the light and camera. Also,
we added angles of the light for students and teachers to communicate and
reference. Furthermore, to provide accurate positioning and angle tuning,
we used the thumbstick on the VR controller instead of grabbing it for the
control. For example, after selecting a light, users can move the light on the
floor by moving the thumbstick up, down, left, or right.

4.2. System Walkthrough

We describe our system walkthrough regarding four design components:
(1) lighting on scenes and characters, (2) lighting control design, (3) auxiliary
visual cues of light, and (4) collaborative design for cinematography.

4.2.1. Lighting on Scenes and Characters
The absence of standards amongst film studios in the majority of colleges

and universities is the greatest obstacle where that cinematography education
is facing today. As a vital component of the film industry, film studios play
a significant role in film production. However, it is di�cult for most novices
in the film industry to reach the physical working environment of a typical
film studio at first. In order to provide novices with a better understanding
of the studio working environment, we recreated a normal film studio in
virtual environments. The studio was first constructed as a result of the
creator’s need to control the lighting and weather of the shooting scene. To
the best of our knowledge, the film studio of the earliest age was a transparent
shed constructed from a glass house with the intention of allowing adequate
sunshine into the shooting location.

In today’s film industry on-site shooting environment, many film studio
shooting tends to combine physical shooting with high-definition LED back-
drop shooting. For instance, when the latest Batman series is released in
2022, the vast majority of this film’s shooting footage is shot on the sound-
stage, driven by the combined e↵ects of physical characters and LED back-
drops. Therefore, our proposed system also integrates the popular film in-
dustry production process with the addition of LED backdrops to the VR

10https://unity.com
11https://www.blender.org
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virtual shooting scenarios. The user may alter the LED background to match
the real scene being filmed.

To better combine the e↵ect of LED screen shooting, we searched for
kitchen scenes from a classic movie (see Figure 3). This movie has a large
number of kitchen scenes shot at di↵erent times (i.e., from daytime to night-
time). We aim to o↵er better training modules to potential learners to en-
hance their lighting ability. As such, we create a 1:1 model of this kitchen in
virtual reality, and the kitchen displays changing times for the sake of more
realistic training scenarios, i.e., adjusting the lighting based on the time. As

Figure 3: A LED screen and the kitchen scene in Art Mirror (Left) and the auxiliary
(white) lines for lighting cues (Right), inspired by the Unity.

the actor shooting is the main component of a film’s creation, our proposed
system is concerned with the lighting reflected on the face of the charac-
ter and the corresponding lighting e↵ects produced in the film. Therefore,
in the virtual environment of the shooting scene, we created virtual people
that allows the teachers and students to evaluate various setups of illumina-
tions on the face of (virtual) characters, i.e., avatars, as well as the e↵ects of
environmental lighting on the avatars (see Figure 4).

4.2.2. Lighting Control Design
As the core of the soundstage, the lighting plays a decisive role in the

creation of the shooting, so the wise choice of lighting will greatly help the
producer and creator to complete the desired imagery. The common lighting
equipment used on the soundstage scenes are tungsten lamps, HMI lights,
and LED light bulbs, such as Arri and SkyPanel series. From the texture of
lighting, we primarily divide the illumination types into soft light (scattered
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Figure 4: Two virtual characters in Art Mirror.

light) and hard light (direct light), and the lighting in the virtual soundstage
needs to meet the requirements of these two categories in real-life operations.

In the daily soundstage shooting, lamps and lanterns of the SkypPanel
series (see Figure 5) is a compact and intensive LED light sources featured
with soft light. It also enables a wide range of color temperature adjustments.
Meanwhile, lamps and lanterns of the HMI series (see Figure 6) serve as a
representative of direct lighting. It owns strength in the color rendering of
cinematography due to its e↵ect being highly similar to daylight lighting
e↵ect, so it is commonly picked in soundstage shooting.

After compiling interviews with experts and reviewing the literature, we
decided to employ two lamps and lanterns above as the virtual teaching lamps
and lanterns and emulate their physical characteristics to the maximum ex-
tent in the VR teaching scenes. The reason endorsed by experts is that they
can simulate the commonly used lights for teaching.

Figure 5: The SkyPanel series lights in Art Mirror.

Luminaires (lamps and lanterns), principally HMI and SkyPanel, are
available in a wide variety of types. The primary distinction between these
types is the variation in light output and size. In the real work environment,
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Figure 6: The HMI series lights in Art Mirror.

the vast majority of producers and creators simply employ individual models
participating in the actual filming. In addition, the creation is not consid-
erably impacted by the use of various models of the same kind of lighting.
Therefore, in our system’s virtual landscape, lights and lanterns are simpli-
fied into only two sizes — large and small. The two sizes are adequate to let
the students comprehend the function of lamps and lanterns.

In VR settings, the luminaire model, according to the specialists’ rec-
ommendations, have to achieve the same motion characteristics as actual
physics. That is, the models should move, rotate, tilt, and lift like the phys-
ical world. Consequently, virtual scenarios, our luminaires, relevant to HMI
and SkyPanel, are produced with the exact same operability as the studio
shooting, especially with the exact same realism of operability. For instance,
if we need to elevate the luminaire to a very high position, we can call the
accessories of supporting lighting brackets at the high cost of resource and
time in the physical setup. In contrast, we can easily accomplish any height
control by modifying the height of the lighting bracket in virtual scenarios.

4.2.3. Auxiliary visual cues of Lighting
In the physical-world shooting scenes, lighting does not have auxiliary

lines to assist the configurations. As such, everyday lighting operators and
creators alter and optimize the lighting cloth based mostly on their rule of
thumb as well as their experiences acquired from various real cinematography
circumstances. In real-life studio shooting, photographers usually use a laser
pointer to indicate the adjustment of illumination and the positions. The
laser beam from the laser pointer serves as the key communication cue and
interactive medium with the lighting director, producers, and other creative
sta↵. Although the laser-pointing method can successfully reduce the com-
munication gap between the operators in the studio, such a communication

19



cue highly relies on experience, gut feelings, and industry jargon instead of
quantitative measurements. This severely restricts the mastery of lighting
skills and cultivating the novices.

We leverage the concepts of the aforementioned laser beam in the phys-
ical soundstage in the virtual shooting scene of our proposed system. We
change the interactive cues of the laser beam to a virtual line of light aux-
iliary. This change of interactive cues is commonly employed during the
establishment of virtual scenes in the Unity engine. The purpose of the aux-
iliary line is to help novice operators, and creators better determine the range
and location of illumination. As such, the operators can adjust and evalu-
ate the placement and settings of the lighting model in an intuitive manner
(see Figure 7). Therefore, the proposed virtual soundstage is equipped with

Figure 7: The auxiliary visual cues of lighting in Art Mirror inspired by the Unity.

lamps and lanterns with auxiliary lines. The auxiliary lines include the di-
rection and pointing of the lamps and lanterns, lighting irradiation range,
and the changes in the brightness when the distance of lamps or lanterns is
altered. These three quantitative outcomes may assist novices in gaining a
better knowledge of lighting, and in order to quantify the light adjustment
parameters in real-life shooting practice. Remarkably, the pitch and rotation
angles and degrees of all lights are visualized by appropriate annotation in
our VR system. In virtual shooting instruction, the accurate annotation of
degree, clear auxiliary line, and illumination range may aid novices in gaining
a better understanding of lighting configuration, in theory, to the maximum
extent.

4.2.4. Collaborative Design for Cinematography
Art Mirror supports simultaneous access by multiple users, both teachers

and students (see Figure 8).
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Figure 8: The Collaboration among Teacher and Student within
Art Mirror in a One-on-one Manner.

It is crucial to provide students with hands-on experience regarding the
operations from the instructor’s perspective as well as the lighting setup
outcomes based on the camera display during the teaching process. As we
examine the connection between teaching and learning in a collaborative
setup, we have configured the system to allow the teacher and students to
simultaneously view the camera display after the flexible yet adaptive il-
lumination setup in virtual reality. Meanwhile, we configured two camera
positions (see Figure 9) within the system. One is dedicated to facilitating
teaching e↵ectiveness by o↵ering real-time assessment by providing a fixed
machine position, but also for the teachers and students to conduct exper-
iments of adjusting variables (angle and position) in the virtual setup. As
such, students are able to complete the test assessment through the light-
ing configuration of the camera position. Another camera is characterized by
moveable locations to make demonstrations with versatile locations. As such,
the teacher can inspire the students and enable students to learn diversified
lighting configurations.

In the design and implementation of the Art Mirror system’s lighting
scenarios, the camera response on the right-hand side (see Figure 9) helps
the users to adjust the real outcomes of the imagery, while the camera on the
left-hand side has a fixed location for real-time display sharing that enables
seamless collaboration between the teacher(s) and students.
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Figure 9: Two camera positions within Art Mirror.

4.3. Implementation

We implemented Art Mirror using Unity, a common 3D game engine for
building VR applications. We adapted the light model from Unity for light
simulation. We used Unity Multiplayer Networking for networking between
di↵erent users. A local server is hosted, and a join code is generated and
provided to users to join using Meta Quest 212. Unity Multiplayer Networking
enabled the application to transfer spatial information of di↵erent virtual
objects and world data to all users for synchronization. Models including
the soundstage, the large LED display, objects in the kitchen, lights, and
the camera were built using Blender. The source code is available at https:
//github.com/metaartmirror/artmirror.

5. User Study

This section describes the design of the user study and the evaluation
results through Art Mirror.

5.1. Participants

We recruited 16 participants with good vision. Eight participants are
teachers (ages 26-41, 6 males and 2 females). The remaining eight partic-
ipants are students (ages 18-20, 3 males and 5 females). The combination
of teachers and students can emulate the teaching and learning routine in
physical soundstages. Student participants have recently graduated from

12https://store.facebook.com/quest/products/quest-2/
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high school and are preparing to enter an art college to study cinematogra-
phy as well as have relevant interests and learning experience, while teacher
participants have at least 3 years of teaching experience with physical sound-
stages and cinematography (range: 3–9 years; average teaching experience:
5 years). Five of the eight students had VR experience, and the other three
did not, whereas six of the eight teachers had VR experience and two did not.
In the pre-experiment briefing, we allowed 5 to 10 minutes for students and
instructors to get familiar with the Oculus Quest 2, a VR headset, so that
they could comprehend its fundamental functions. Then, after a brief pause
of no more than ten minutes, we began our experimental teaching. Approxi-
mately 35 minutes were necessary to wear the headset during the evaluation
session. Participants can take a brief pause if they feel uncomfortable dur-
ing the task, like if they get motion sickness. All sixteen participants were
allocated in random order and further assigned into eight teaching groups
that consisted of one teacher and one student. After the experiment, each
participant receives a remuneration of $25 USD.

5.2. Procedure

Our user studies were conducted face-to-face in the field, with each par-
ticipant group needing to complete a roughly 40-minute experiment followed
by an interview. Each experiment is one teacher to one student. The whole
experiment was videotaped with authorization and user consent. Meanwhile,
users were encouraged to think aloud during the experiment.

Introduction (around 10mins): We first introduced the study back-
ground and procedure. Then, we showed the teachers and students the out-
line for the foundational lighting lesson designated for the experiment. Based
on the usual practice, the lighting course on the real soundstage takes about
2 to 3 hours due to the heavyweight and bulky volume of the lighting equip-
ment. In contrast, after the removal of such physical constraints, it only
takes 30 to 35 minutes to complete the learning and practice on the virtual
soundstage.

Step 0: Pre-training (5mins):
At this stage, we brought everyone inside Art Mirror ’s virtual soundstage

and showed them how to use the VR device’s equivalent of a soundstage.
Step 1: Lighting Teaching and Learning Evaluation (around

30mins): The teacher would then work with the student on the virtual
soundstage for teaching and learning in a one-on-one manner (Figure 8). A
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video of teaching and learning demonstration is available in the supplemen-
tary materials, according to the outline in Appendix A 12.

Step 2: Follow up interview (around 15mins): After the training
on the virtual soundstage, we conducted follow-up interviews with each pair
of teachers and students, allowing them to discuss and elaborate on their
answers with one another. Our primary goals in these interviews were to
observe and probe the actual experiences of teachers and students in the
proposed system.

Step 3: Questionnaires (around 10mins): After conducting the in-
terview, we distributed a questionnaire of thirteen questions that covered
five topics: usability13, sense of agency Jicol et al. (2021), realism Pei et al.
(2022), presence Louis et al. (2019); Yassien et al. (2020), and collabora-
tion Prasolova-Førland et al. (2021); Jin et al. (2022); Drey et al. (2022).
Each question employs a seven-point scale. The first topic reflects the us-
ability of our system, while the other four topic questions are commonly
asked in virtual reality studies.

5.3. Study Results and Analysis

After the user study, we collected the quantitative data from 16 ques-
tionnaires and analyzed the qualitative data from the interviews with four
authors meeting and discussing over 10 hours. In this subsection, we report
our study results on both qualitative results and quantitative results.

5.3.1. Qualitative Results
Generally, from the perspective of 8 teacher users (T1-T8), all of they

agreed using Art Mirror can improve soundstage teaching e�ciency. T1, who
had nine years teaching experience on cinematography commented that “This
system is very e�cient and convenient, and I am satisfied with the lighting
e↵ects and experimental results achieved during the teaching process.” T3
also pointed out that “The virtual soundstage allows for more possibilities
than the real one.” From the perspective of 8 student users (S1-S8), all of
them lauded the usability of Art Mirror as easy to learn and use. S2 praised
that “This virtual soundstage is interesting and fun, the scene is very real.”
S7 noted that “Art Mirror makes it simple to adjust the angle of all lights,
allowing easy lights movement.”

13http://www.measuringux.com/SUS.pdf
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5.3.2. Quantitative Results
As shown in Figure 10, we present our result in terms of usability, realism,

presence, sense of agency, and (multi-user) collaboration. All related ques-
tionnaires and the rating result are provided in the supplementary materials.
The below paragraphs report the details of our evaluation results.

Figure 10: This figure shows the ratings of the participants on usability, realism, presence,
sense of agency, and collaboration. (1 = Strongly disagree, 7 = Strongly agree)

Usability: In general, all participants, regardless of teachers and stu-
dents, reflected their score no less than 5 (out of 7) in usability. All par-
ticipants agreed that the system is easy to learn and easy to use. Par-
ticipants reflected that they strongly agreed that Art Mirror is easy to
start with (median=7, mean=6.63, std=0.619), learn quickly (median=7,
mean=6.63, std=0.5), and do not require a lot of essential preparation (me-
dian=7, mean=6.75, std=0.447). Moreover, all participants showed agree-
ment and positive attitudes about the usability of Art Mirror : “If I need
soundstage lighting training, I will often use Art Mirror.” (median=6, mean
=6.06, std=0.680), and “I think the lighting teaching in Art Mirror is very
functional” (median=6, mean=6.25, std=0.775). In summary, the Art Mir-
ror system is deemed entirely functional for teaching lighting, is simple to
learn and use, and does not require a great deal of fundamental understand-
ing to operate.

Sense of agency: As for the sense of agency, the sixteen participants
made 5 points or above on both two questions. The participants strongly
agreed that the Art Mirror ’s configuration (panel, virtual scenes, and vir-
tual objects) are easy-to-operate (median=6, mean=6.06, std=0.680), and
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the corresponding functions are adaptive yet intuitive, hence achieving low
learning costs (median=7, mean=6.69, std=0.479). In particular, the partic-
ipants agreed that the virtual studio supports the free exploration of lighting
e↵ects, which is analog to self-exploration in the physical (open-)world.

Realism: All participants agreed that the system was real enough for
education purposes (median=6, mean=6.13, std=0.719) and manipulation
(median=6, mean=6.13, std=0.885), showing satisfaction with the virtual
studio consistently. Interestingly, we discovered that participants had varying
requirements for realism.

We discovered that P7 (T4) gives a score of 4 for the question “Art Mirror
is realistic enough to aid in operations,” and they also commented: “Walk
through the wall is necessary to increase the e�ciency of the deployment
of lights in the virtual studio, so they do not need such realistic partition
that leads to unnecessary travels around the walls and other surfaces.” In
addition, P6 (T3) suggested that “when the light board at the ceiling can
be turned 360 degrees, it will be a bit too convenient to use with an unre-
alistic sense.” P2 (T1) also made a perfect score for both realism questions,
supported by comments like “all the props are movable”. Therefore, an un-
derstanding of the system’s degree of realism should be a topic deserving
in-depth research and debate.

Presence:
Regarding the presence, nearly all participants strongly agreed that they

were presented in the soundstage (median=7, mean=7, std=0) and immersed
in lighting manipulation (median=7, mean=6.88, std=0.342).

Remarkably, the question “I can feel the environment on the soundstage
using Art Mirror.” has resulted in a perfect score, i.e., 7 out of 7. The results
demonstrate that the Art Mirror settings and accessories can bring a sense
of presence through realistic and immersive experiences during the assigned
cinematography training tasks.

Collaboration:
The scores for both questions on collaboration are no less than 6. The

questions reflect the participants strongly agreed that communication and
collaboration in cinematography learning (median=7, mean=6.69, std=0.479)
and teaching could be accomplished with Art Mirror (median=7, mean=6.69,
std=0.479). The teachers and students show agreement on e↵ective learning
and interaction in the virtual studio. P7 (T4) and P11 (T6) both mentioned
that the virtual studio could replicate the interactive behavior of the physical
studio and the corresponding design communication, such as the changes in
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lighting e↵ects, color change, distance, intensity adjustment, and so on. As
such, virtual and real soundstages achieve similar behaviors and hence save
manpower and setup time.

5.4. Gallery

During the user study, each student finished a lighting configuration, and
each teacher gave remarks on the lighting e↵ect (see Figure 13, Appendix
B). We demonstrate one work among the student participants (Figure 11)
from P2 (student 1) as a gallery example, while the full list of lighting work
and participants’ comments, including teachers’ comments on their paired
students’ work and students’ learning experiences with Art Mirror, are avail-
able in Appendix B (Figure 13).

Figure 11: The lighting training by using Art Mirror : The leftmost picture refers to the
before-lighting setup; The middle picture shows the lighting setting process by P2 (student
1) using two SkyPanel lighting devices and one HMI lighting device to achieve a lighting
e↵ect of an indoor night scene; The rightmost picture indicates the after-lighting outcomes.

6. Discussion

After illustrating the evaluation results, we summarize our notable find-
ings and highlight design implications for VR Cinematography Education
System reflected by the user study with Art Mirror. Next, we discuss the
limitations and highlight future work.
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6.1. Adapt VR to Cinematography Education
VR education is believed to aid instruction, encourage active partici-

pation, and pique the interest of students in learning Berns et al. (2019);
Brondi et al. (2015); Wei et al. (2023); Xu et al. (2023); Wei et al. (2024b,a).
Meanwhile, with the help of the VR environment, both the cost of teach-
ing scenarios and the risk of experimenting can be cut down Drey et al.
(2020); Potkonjak et al. (2016). Our investigations have shown that cine-
matography education in virtual reality, a type of virtual environment in
the Metaverse, is a feasible and e�cient method that can be utilized in ad-
dition to traditional classroom instruction, i.e., extending virtualization on
top of physicalization Ren and Hornecker (2021). Specialists from the user
study and in-depth interviews confirmed that Art Mirror provided hands-on
experiences for lighting training and is suitable for virtual soundstage teach-
ing. Furthermore, learners are able to acquire the fundamental concepts
of lighting Fielding (2013) and basic lighting methods in a VR environment
through utilizing virtual settings and lighting components that closely mimic
the physical studio. A digital twin of physical studios has demonstrated the
feasibility of virtual reality cinematography education. Remarkably, the par-
ticipants with Art Mirror gained enhanced awareness of lighting configura-
tions and the corresponding e↵ects through a series of trials and practice in
the virtual soundstage. In addition to tertiary education, Art Mirror can po-
tentially be extended to general education. The contents of Art Mirror can
serve as the basic lighting education as an interactive introduction to raising
the students’ interests in cinematography, including general art colleges, vo-
cational art education schools, film, and television-related education groups,
and so on. Also, Art Mirror enables the selection of notable film sequences
and the illustration of their lighting setup. Consequently, the audience can
recognize the significance of lighting in cinematography. In other words, Art
Mirror also assists spectators in comprehending and appreciating how the
film’s light design was done, bringing the public audience closer to the film
production.

Art Mirror can potentially serve as a tool for planning of lighting design in
an intuitive and low-cost manner Brown (2014). Meanwhile, before shooting,
Art Mirror can also be given to the crew as a lighting layout, which can
be more accurate than drawing the light positions on paper traditionally.
In particular, novice creators can begin their first works with Art Mirror
through a number of trial-and-errors and make a lighting plan without high
barriers from equipment and venues. We anticipate that Art Mirror will
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become a good addition to the authoring tool in the metaverse.

6.2. Design Implications

The following paragraphs discuss the design implications of realism and
quantitative measurements for lighting education.

6.2.1. Strike a balance between realism and functionality for learning e↵ec-
tiveness.

In a learning environment supported by virtual reality (VR), it is essen-
tial to consider the extent to which realism can aid teaching and learning
depending on the scenario and the unique application.

As a result of our study, we have revealed that the requirement for realism
is counterintuitive. Among most prior virtual reality studies, the higher the
level of realism, the better the learning experience and user satisfaction Tlili
et al..

In contrast, the required level of realism should be considered case-by-
case based on the purpose of virtual scenes and user context. To streamline
operational accuracy in the virtual soundstage, the props and lighting should
preferably be as realistic as possible. Also, it is recommended to maintain
a high level of detail for configuring the lighting devices. For instance, the
jointed knobs of the lights should be made to rise and drop more accurately.

As mentioned in digital visual theory Darley (2002); Prince (2011), the
greater the realism of these models, the more e↵ective learners, and users will
be able to learn to engage e�ciently or to interact directly with activities.

However, we also found that instead of excessively seeking realism, we
have to strike a balance between realism and functionality, and consider the
relaxation of physical constraints for facilitating collaboration among users,
such as allowing the users to walk through the walls to enhance the e�ciency
of the user’s activities in the virtual soundstage.

This is crucial for lighting education since it eliminates the preparation
time of preparing physical scenes and setups Burum (2007), and thus achieves
resource allocation and productivity over more conventional methods of in-
structing on cinematography.

6.2.2. Visualize quantitative measurements for lighting learning.
The auxiliary lines in the virtual soundstage serve as an important vi-

sual cue of reflecting the lighting e↵ects. We treat this as an opening of
quantitatively delivering the cinematography education scenarios.
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Cinematography education always contains quantitative aspects Nykvist
et al. (2003); Fielding (2013); Keating (2009). It is possible to make well-
documented records in physical soundstage for various aspects, such as aper-
ture, light meter, color temperature, and to name but a few. The quantitative
measurements of the light’s angle and range are regarded as hard-to-quantify
variables that have not been quantified on the physical soundstage.

With the assistance of the auxiliary line in the virtual soundstage, the
system can present the quantified results to the angle and range of the light.
The outcomes shed light on applying other novel approaches for teaching
lighting in which learners and instructors achieved enhanced communication
of lighting education.

During the lighting process, the auxiliary line, supported by the Inverse
Square Law Adelberger et al. (2007) stating ‘The intensity of the radiation
is inversely proportional to the square of the distance’, gives a reference for
improving the lighting e↵ects by adjusting the device locations. For exam-
ple, based on the Inverse Square Law, auxiliary lines are available to mark
the light’s location, distance from the photographed object, and the actual
luminous area. It is worth noting that the rigorous auxiliary lines should also
achieve di↵erent reflections depending on the objects of di↵erent materials to
achieve a detailed and realistic reference. In particular, the majority of the
participants agree that auxiliary lines improve their learning experiences.

Meanwhile, participants suggested that we should provide selective pop-
ups based on the user context and accentuate the annotation of lighting areas
when the lighting e↵ects encounter a new material to adjust the properties
of auxiliary lines. Moreover, Art Mirror can serve as a playground for in-
troducing the e↵ects of lamp power to the lighting distance Burum (2007);
Fielding (2013).

Also, novice learners can get the concepts, including the relationships
among lighting ranges, angles, and distance. Also, Art Mirror can serve
as a playground for introducing the e↵ects of lamp power to the lighting
distance Burum (2007); Fielding (2013). In summary, the design probe of
visualizing quantitative measurements by auxiliary lines in lighting e↵ects for
cinematography education not only helps novice learners acquire the basic
concepts, such as the relationships among light ranges, angles, and distance,
but also improves the communication between the instructors and students
and teaching e�ciency by this quantitative education.
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6.3. Potential for Remote Education

An additional consideration is the significant impact that virtual environ-
ments can have on remote education. Although not the focus of our main
study, the Art Mirror system holds substantial potential for application in
remote learning contexts. By leveraging VR technology, students can ac-
cess immersive cinematography training without the need to be physically
present in a studio or classroom. This accessibility is particularly beneficial
for learners who are geographically dispersed or for institutions with limited
resources to set up physical soundstages. The virtual environment enables
real-time interaction between instructors and students, facilitating collabo-
rative learning experiences similar to those in traditional settings. Moreover,
the scalability of VR platforms allows for standardized training modules to
be distributed widely, ensuring consistent educational quality across di↵er-
ent locations. Incorporating Art Mirror into remote education could enhance
learning outcomes by providing engaging, hands-on experiences that bridge
the gap between theoretical concepts and practical application in cinematog-
raphy.

7. Limitation and Future Work

In this section, we discuss the limitations and highlight and future work.

7.1. Limitation

First, we did not conduct a longitudinal study to assess the long-term
impact of VR-based instruction on memory retention and problem-solving
skills Radianti et al. (2020); Freina and Ott (2015). The e↵ects of virtual en-
vironments on these cognitive aspects remain uncertain and require extended
monitoring and validation.

Second, the e↵ectiveness of Art Mirror relies heavily on the availabil-
ity and quality of high-end VR hardware, such as advanced headsets and
controllers. Institutions or users without access to such equipment may ex-
perience a suboptimal learning experience, which could a↵ect the system’s
overall utility.

Third, while Art Mirror simulates many aspects of a physical soundstage,
it lacks the tactile feedback that comes from handling real equipment. This
limitation might be significant for certain aspects of cinematography training
that depend on physical interaction and haptic sensations.
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Fourth, our requirements analysis relied heavily on interviews with six
experts selected based on their relevance to the field. This introduces a po-
tential selection bias, as these experts may hold specific views or experiences
that do not fully represent the diversity of opinions within the cinematogra-
phy community.

Fifth, the present user experience is limited by computational resources.
Rendering realistic lighting e↵ects and auxiliary lines demands significant
computational power. Consequently, certain lighting phenomena—such as
accurate light dispersion, reflections at specific angles, and shadows influ-
enced by the sun’s movement—are not fully represented. Although Art Mir-
ror can distinguish between brightness and darkness, it cannot fully capture
the subtleties of the three sides (light, gray, dark) and five tones (highlights,
shadows, mid-tones, projections, reflections) Brown (2016). We acknowledge
these limitations in lighting expressiveness; however, discussions with partic-
ipants during user study interviews indicated that these did not significantly
impact their understanding of the cinematography learning modules.

Sixth, the system is not entirely consistent with physical reality regarding
the reflection qualities of various materials. The limitations in rendering
the lightness, purity, and saturation of colors mean the virtual scenes lack
industrial-level precision.

Seventh, the vergence-accommodation conflict Ho↵man et al. (2008) in-
herent in current head-mounted displays limited the realism of Art Mirror.
Due to the fixed focal length, participants experienced eye fatigue when try-
ing to focus on the camera display (??; right), hindering the experience of
using a shoulder-mounted camera as in reality. We believe that advancements
in VR headset technology will alleviate this issue.

Despite these limitations, our primary objective—to enhance novices’
knowledge of studio scenes and lighting equipment, and their understanding
of fundamental operations—was not significantly impacted. In VR lighting
education, the precision of digital twins and the exact imitation of physical
e↵ects are less critical. Our system, without requiring specialized settings or
industrial-level accuracy, can satisfy basic educational needs by focusing on
the essential concepts and practices of cinematography.

7.2. Future Work

7.2.1. Scene and Lighting Library
First, we intend to add new scenarios and lighting accessories to the

library to enrich the variety of material and modeling options.
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Art Mirror should have a wider range of lighting instructions and more
virtual scenes and objects that reflect the environment. For example, the
space stations commonly featured in sci-fi movies, futuristic scenes of city
architecture with a cyberpunk style (e.g., purple, blue, and dark color tones),
or other natural scenes such as jungles in the Amazon’s rain forest. The
learners may receive cinematography education with quick scene switching
to enhance their awareness of shooting and lighting training in the new events
that are di�cult to construct and realize in real life, such as space capsules,
historical buildings or cultural heritage, and so on.

Second, the present version of Art Mirror only implements the fundamen-
tal types of two luminaires. Thus, to further contribute to a more realistic
lighting setup and e↵ect examination, it is necessary to include more lighting
kits. Some things that can be in the extra lighting kits are black shades,
soft white light sheets, light shade buckets, di↵erent colored papers, shades
of tailor-made shapes, and so on. Also, as work continues, more scenes,
avatars, and other models will be added to the asset library, along with an
extra lighting kit, to meet the needs and training goals of teaching lighting
in di↵erent scenes.

7.2.2. Collaboration
Since lighting education often involves collaboration among learners and

their instructors, a virtual soundstage, enabling many users to work together,
may be useful and convenient Duval and Fleury (2009); Holm et al. (2002).
Art Mirror can facilitate collaboration among learners and instructors in
diversified scenarios, albeit our current evaluation only contains a kitchen
scenario. It is worthwhile to note that the virtual soundstage can potentially
adapt to other collaborative scenarios among learners and instructors. It is
often feasible for the instructor to establish a virtual assignment for numer-
ous individuals to work together. As such, our proposed solution would be
an excellent approach to fulfill the demands of the teacher to set the assign-
ment and a promising way of designing assignments. Additionally, in such
a collaborative environment of cinematography learning, the instructor can
regulate the learners’ roles and grant the right according to their role Nebel-
ing et al. (2021). As such, the instructors on virtual soundstages can achieve
easier classroom management than their physical counterparts, e.g., safety
management and preventing damage to high-cost equipment due to improper
usage. Also, other rights of instructors include “stopping all activities” in
the virtual demonstration and managing shared information and viewpoint.
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7.2.3. AI Coach with Immersive Technology
Art Mirror can be integrated with functionalities driven by artificial in-

telligence. The rise of AI agents sheds light on combining AI and virtual
environments for better teaching. The HCI research community can further
explore user experiences and potential ways of interaction with AI coaches.
Finally, the participation of the instructor is an essential aspect of lighting
education. It will be interesting to see the hybrid mode of content deliv-
ery used by human and AI coaches. We anticipate that the AI can focus on
repetitive tasks and minimize the system’s need for teachers. The AI coaches
may help students understand how lighting works in virtual reality scenarios
and take part in basic lighting instruction, while the human instructor can
lead a deep discussion to get the students thinking and coming up with new
ideas.

8. Conclusion

This work explores how to support collaborative cinematography for light-
ing education on a virtual soundstage in the metaverse era. Our in-depth
interviews with six cinematography specialists highlight six important di-
mensions of virtual soundstage design. Due to the scope of our study, we
considered the first five factors for the establishment of a virtual soundstage,
namely Art Mirror. Through our evaluation with sixteen participants, Art
Mirror is easy to use and realistic, characterized by flexible environments and
a strong sense of presence, which supports collaboration between instructors
and learners in cinematography education.
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9. Appendix A

Figure 12: A foundational lighting lesson outline in the user study by using Art Mirror
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10. Appendix B

Figure 13: Gallery for user study feedback from 16 participants (eight students and eight
teachers). The first column on the left is the before-lighting setup. The second column is
the after-lighting setup; from top to bottom, are the lighting setup e↵ects done by Student
1 to Student 8 after the foundational lighting lesson and training. In the third column,
from top to bottom, are the comments from teacher 1 to teacher 8 on the lighting e↵ects
of the student’s work. The fourth column, from top to bottom, is from S1 to S8’s feedback
regarding learning experiences.
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